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Abstract

Blockchain technology has become crucial in improving the privacy and security of enterprise applications in 
the cyber world. However, scalability has become a significant concern for researchers in large organizations, 
especially those with complex hierarchies and access privileges. As a result, the existing models and consensus 
algorithms suffer from various issues. Medical centers and healthcare providers are particularly affected by 
this problem due to the vast amount of data, making it a critical weakness of traditional database manage-
ment systems. To address this issue, the authors propose a hierarchical model within the Hyperledger Fabric 
enterprise application, focusing on the healthcare sector as a use case. This model includes multiple organiza-
tions at different levels of the hierarchy, such as hospitals, hospital governance, and insurance companies. The 
initial implementation of this model includes two levels of hierarchy, demonstrating networks of hospitals 
joining an insurance company. The primary objective of the experiment is to test and improve the network’s 
performance using this model. The model’s performance is evaluated by manipulating and scaling environ-
mental factors such as the number of organizations, transaction numbers, channels, block intervals, and block 
sizes. The benchmarking tool used for this assessment is Hyperledger Caliper, which measures indicators such 
as success and failure rates, throughput, and latency. Currently, the research focuses only on testing the model’s 
scalability using patient data.
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The healthcare sector suffers from data privacy, se-
curity, and integrity issues as each patient’s data 
flows through different hospitals under a specific 

hospital network (HN). The biggest challenge is faced 
when insurance claims are rejected due to mismatches in 
data. The prime reason could be tampered data submitted 
to insurance companies by the HNs. Such database reg-
istries can seriously affect claims submitted to insurance 
companies. 

When a private organization’s application works with 
blockchain, a guarantee for better transparency and se-
curity exists, but issues related to scalability and latency 
arise. This is seen mainly in supply chain systems, health-
care applications, etc. One of  the main reasons is the 

number of  organizations participating in transactions 
and different contracts running through the network. 
Many enterprise applications are considered sensitive to 
network delays because of  the latency caused by the vast 
number of  transactions. Current studies revolve around 
changing the batch time or the network’s block size in a 
permissioned environment. This problem in the health-
care sector is more complex and requires more attention 
due to substantial patient data.

The primary interest of research in this paper is 
to understand scalability performance and create a  
model in the healthcare sector using Hyperledger Fabric 
enterprise-grade open-source on the Linux platform. The 
contributions of the research are listed here:
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• A performance analysis uses a linear model of 
Hyperledger Fabric with varying parameters and fixed 
rate controllers.

• Performance analysis is used to analyze the effect of 
more channels to compare the difference between sin-
gle-channel and multi-channel networks with rate 
controllers.

• The hierarchical model analyzes the average latency 
and throughput of the model, and how they overcome 
the effect with multiple organizations, clients, and 
channels.

• A sequence of experiments shows the results of the 
model with changes in block sizes and block intervals.

• Performance and bottlenecks are identified to evaluate 
the capacity of the model. 

The flow diagram in Figure 1 shows the order of topics 
discussed. A glossary of key terms used throughout the 
article is presented in the Appendix.

Blockchain Technology (BCT): Security, Privacy, 
Scalability
Security and Privacy
Blockchain combines technological features, including 
cryptography, peer-to-peer networking, distributed system, 
transparency, access identity permissions, open source, 
autonomy, and immutability. This makes the technology 
secure as the transactions cannot be tweaked or tampered 
with, and all the entities/parties that make transactions are 
kept anonymous.1 Thus, blockchain offers integrity, pro-
tected distributed ledgers, and transparency of the entire 
process by upholding a set of global states. 

The participating nodes agree upon the existence, value, 
and histories of all states. Each state contains multiple 
transactions. Hence, blockchain is a way to manage distrib-
uted transactions. The concerned entities preserve replicas 
of the data and jointly agree on a transaction execution 

order. This high-performance blockchain is a means to 
monitor a system completely as if under the surveillance 
of a legal third party. This is very important, especially in 
the healthcare systems, as the amount of patient data that 
floats from laboratories to insurance claims is immense. 
This data transparency is required to understand genuine 
patient claims. The network does not provide an opportu-
nity for data tampering by any organization. 

Scalability Issues
At the same time, concerns about data replication2 exist as 
immutable records are stored with every peer. This affects 
the throughput of the blockchain network.3 Many frame-
works are designed to handle this at production levels and 
industry applications. However, research is underway to 
understand the effect of different consensus mechanisms 
and their role in maintaining the immutability, stability, 
privacy, and security of the system.4

Block size causes performance issues when changed, 
resulting in a change in the maximum message counts the 
blocks can hold.5 Whereas, the scalability use case in the 
Ethereum network discusses sharding (the process of sepa-
rating large databases into smaller, faster, more easily man-
aged parts)6 as a solution that reduces the load in the entire 
network.

Machine learning through proof-of-information con-
sensus is discussed by Kuo et al.,7 but the model lacks a 
discussion on scalability. In contrast, a model by Zhang 
et al.8 discusses data transparency between owners and 
users of clinical data addresses and, to an extent, scal-
ability and security issues. Another model published by 
Ylonen and Lonvick9 that discussed scalability has an ar-
chitecture with the Secure Shell Protocol (SSH)9 that has 
an identity preservation method with an absolute model 
view controller pattern with pointers for data access from 
the organization’s data pool. Smart contracts in web and 
data immutability are the highlight in a genomic study by 
Glicksberg et al.10 that attempts to understand the identi-
fication of late cancer stages using blockchain, but they 
lacked clear scalability research evidence. Other research 
by Lee et al.11 using blockchain to handle patient records 
studied data sensitivity, privacy, integrity, and authoriza-
tion using blockchain technology, but it didn’t address 
scalability issues. This challenge of scalability issues ex-
ists, especially when dealing with large clinical data re-
cords,12 and other types of records that need privacy and 
consistency. All research speaks about careful data han-
dling with reliable smart contracts.

Hyperledger Fabric Framework 
The Hyperledger Fabric framework has peer machines 
with the same data. Technically, there is no administrator 
in a blockchain system, but enterprise applications already 
have authenticated peers. The blocks hold the data, which Fig. 1. Process flow diagram.

https://doi.org/10.30953/bhty.v7.295


Citation: Blockchain in Healthcare Today 2024, 7: 295 - https://doi.org/10.30953/bhty.v7.295 3
(page number not for citation purpose)

Blockchain using hierarchical model in healthcare

are otherwise known as immutable ledgers. The respective 
chaincode, or the smart contract, is common for a partic-
ular channel and the peers who join that transaction. The 
world state stores the other updates of the block data.13 
Scalability issues are discussed in various models, like the 
hierarchical model through various abstract models.14–20

This basic network architecture is shown in Figure 2, 
where the organizations are part of  the data layer, which 
includes the fabric. The client application part is the 
business layer, which interacts with the fabric blockchain 
and hosts the application for the user. The Membership 
Service Provider (MSP) are credentials used by the peers 
(P) and committers to participate in the Hyperledger 
Fabric network as they are the organization’s identity. 
The genesis block contains all the MSPs and the poli-
cies. Clients authenticate transactions, and peers authen-
ticate the results or endorse them using these credentials. 
The orderers have a shared communication channel with 
peers and clients. 

The broadcast service for messages and transactions 
takes place here. For scalability, they are implemented as 
docker containers. The peers maintain the read/write op-
erations. The ordering services are collective nodes that 
order transactions into a block. The service is common 
for the overall network and supports pluggable implemen-
tations. Each member has a cryptographic identity mate-
rial that is contained within orderers.

Whenever the client has a transaction request (Figure 3), 
an endorsement by the respective endorsers takes place 
according to the policy. Then, the orderer orders the block 
and copies the committing peers so all peers get a copy of 
the latest transaction. 

Healthcare Use Case
This section describes the use case in a healthcare sector 
that involves an insurance company (IC) handling patient 
data from multiple HNs. 

Statement of the Problem 
When ICs need data on patients during a claim, there is 
a lot of missing information or gaps in the data provided 
by hospitals. This is due to the traditional relational da-
tabase management system used to store information in 
hospitals and related networks. Data tampering and hu-
man-caused data errors are common problems in such 
situations. Most literature thus far has conceptual ideas 
that could be implemented in the blockchain. Another re-
lated issue is scalability as more organizations or hospitals 
join the network. Certain experiments in healthcare21 have 
only a very basic structure of blockchain implementation 
with a maximum of two medical organizations joining a 
single channel. Therefore, there is no proof of absolute 
latency test performed in networks implemented in this 
sector. 

Hence, the main aim of this paper is to design a model 
to test the integration of medical records between insur-
ance companies and a large network of hospital groups 
where patient data mount quickly.

Use Case Scenario
The key terminologies of the fabric framework are de-
scribed through the use case. The experiment consists 
of five organizations with four HNs (HN1, HN2, HN3, 
HN4) and one IC (Figure 4). The benchmarking used 
for the tests is in Hyperledger caliper. Ideally, many data 
transfers take place between the insurance companies and 
the hospitals independently.

Fig. 2. Hyperledger Fabric Network Architecture. MSP: Mem-
bership Service Provider; O: orderers; Org: organization 1,2…n; 
P: Peers.

Fig. 3. Hyperledger Transaction Flow. MSP: Membership 
Service Provider; O: orderers; P: peers (1, 2,….n).
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1. Node: IC and each HN is considered as a node where 
each node joins for transactions through a peer in the 
network. They are also endorsers of  the policy for 
the transactions. Each peer maintains their respec-
tive ledger after every transaction. We consider the 
one HN as a group that has data from their hospital 
branches (e.g.: Chicago, Dubai etc.)

2. Chaincode: The chaincode or the smart contract 
contains the business logic between the IC and the 
HN. There are four chaincodes or smart contracts 
that are deployed separately for each channel that 
joins the IC. 

 We consider the basic details of the patients that are 
needed from hospitals by insurance companies in the 
following way (Figure 5). The basic data structure 

consists of patient ID, department, age, patient name, 
address, phone number, and bill for services. 

For ease of use and populating the data, the chain-
codes are renamed for deploying into the channels. The 
patient data are duplicated (Figure 6) to handle up to 
15,000 transactions at times to check the scalability and 
performance of the network.

3. Endorsement Policy: Only a few peers are eligible to 
endorse the transaction proposal. The endorsement 
policy specifies the required peers for endorsement. 
In our business logic, we have implemented “OR” 
endorsement where not all peers are required to 
endorse the request. Figure 7 shows that policy 
as  either Org1 or Org3 can be endorsed through 
Channel 2. 

4. Channel: Four channels connect the peers of  the 
five organizations (the IC and the four HNs). 
Each  channel has a chaincode deployed on it. 
Hence, each channel is governed by the respec-
tive  pre-agreed business logic or policy as per 
the  smart contract. Then, the ledger functions 
are initiated on these smart contracts. When a spe-
cific organization wants to conduct business trans-
actions privately, Its peers join the channels 
separately. 

5. Ordering Service: The model uses three orderers for 
ordering services to give more capacity to the network. 
This is to prevent any unforeseen situation where the 
ordering service of one orderer stops. In such situations 
other orderers take over to avoid any delay in the 
network.

Fig. 4. Healthcare sector use case diagram.

Fig. 5. Presentation of patient data structure in smart contract.
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6. Certificate Authority (CA): Each peer of  an organiza-
tion (IC and HNs) will have their certificate authority. 
It is the certificate authority service that is first up in 
the network to establish all the organizations.25

7. Ledger: The data is stored in CouchDB for the respec-
tive organizations. According to the GDPR (General 
Data Protection Rule)25 personal data should not be 
revealed in transactions, so the advantage of block-
chain is that it is the hash of the data that is stored in 
the blocks. Other data that the transactions can pass 
on are the treatment and diagnostic details of the 
patient that need to be checked by the IC.

8. Workers: The current experiment considers workers as the 
clients. The clients can be from the IC or any of the HNs. 
They could be doctors or agents of insurance companies, 
agents who try to create a transaction, or read a transac-
tion as the business logic or the endorsement policy. 

9. Fabric Gateway: They are a set of libraries that help to 
invoke the business transaction through smart con-
tracts and the peers for endorsement. After endorse-
ment, the transaction is saved and distributed to other 
peers through the fabric gateway and the channels.

Scalability in Healthcare Use Case
There are two ways to handle scalability: vertical scal-
ing and horizontal scaling. In horizontal scaling, the 
load is distributed at peak hours to different temporary 

servers from the application process interfaces, whereas 
in vertical scaling, we assume that the capacity of  the 
network must be increased as more organizations join 
and more transactions are incorporated (TPS or trans-
actions per second). However, here in this experiment, 
we use vertical scaling to understand the performance 
of  the network.

Experiment and Performance Analysis 
Experimental Setup
The fabric blockchain test bed is set up with five orga-
nizations carrying one peer each. The Raft consensus 
algorithm is used with three orderers to avoid any delay 
even when one orderer is down. The endorsement policy 
requires at least one peer to be an endorser from each 
organization. The network is set up on a virtual machine 
with Linux Ubuntu 20.04 with 6 CPU cores at different 
instances to check the performance with 16 GB RAM. 

To check scalability and performance, our fabric experi-
ment focuses on the number of organizations, channels, num-
ber of TPS, number of clients or workers, block intervals, 
and block sizes checked against the latency and throughput 
(number of successful transactions). The benchmarking tool 
used is Hyperledger Caliper, which calculates the time to cre-
ate and read the transactions. Most experiments22,23 consider 
the latency analysis using the transaction arrival rates using 
Hyperledger Caliper as the benchmarking tool. 

Fig. 6. Presentation of data types and data in smart contract.

Fig. 7. Presentation of endorsement policy in smart contract.
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Channel Distribution in the Network
Table 1 lists the channel distribution in the network with 
the IC and HN (HN1, HN2, HN3, HN4).

Bench Marking Performance
The performance of the network is measured by varying one 
parameter as a rate controller and keeping other parameters 
constant. This is done to understand the maximum capacity 
of the network. The experiment is benchmarked against two 
popular experiments by Xu et al.22 and Al-Sumaidaee et al. 
Al-Sumaidaee et al.21 have performed a Hyperledger Fabric 
experiment using the concept of just two medical institutions 
and performed latency analysis of the network. 

The experiment did not consider features such as the 
inclusion of more than two organizations in the network, 
varying the number of channels, or varying other param-
eters like block size and block intervals. The major bench-
marking we followed from Al-Sumaidaee et al.21 is mainly 
varying the number of clients or workers, and steadily in-
creasing the number of transactions and TPS to analyze 
the network capacity. Additionally, our experiment follows 
other criteria set by Xu et al.22 to check latency in terms of 
varying number of channels, block size, and block interval. 

The benchmarking is performed using Hyperledger Cali-
per, which gives four performance indicators in terms of TPS. 
The indicators include the success and failure rates of transac-
tions, latency (average time taken to complete the response), 

and throughput (average number of transactions/second). 
This section has the complete experimental setup and analy-
sis with varying parameters. The readings are shown in table 
format, and the results are compared with Al-Sumaidaee et 
al.21 for the first three experiments. From Experiment 4 on-
wards, we do not compare the results with any benchmarking 
as we are observing our own implementation with five or-
ganizations. Each parameter impact is shown below through 
analysis graphs as well. Each experiment is performed at least 
three times, and an average is taken to get a final reading

Results and Discussion
The performance of the network shall be measured in terms 
of three indicators such as latency, throughput, and send 
rates. We record the latency, throughput and send rates for 
creating and reading records. In the below experiments, 
first to test the network, we keep one, that is, Channel 1—
between IC and HN1 connected to test the impact of other 
parameters in the network. Each experiment that we per-
form is mentioned with fixed and variable rate controllers, 
and recorded for their latency, throughput, and send rates 
to measure the success and failure of the network.

Rate Controllers
In the first set of three experiments, we fixed the 
Block  Interval = 1s and Block Size = 50, Number of 
Channels = 1, TPS = 75, Workers = 5. From Experiment 
1 to Experiment 3, we have only one channel with variable 
rate controllers such as transaction numbers, number of 
workers, and the TPS. For the remaining experiments, we 
increase the number of channels to understand the chan-
nel impact along with TPS, block size, and block interval.

Experiment 1: Impact of Transaction Numbers 
Only transaction numbers (Table 2 for create operations 
and Table 3 for read operations) are changed as variable 
rate controller with five clients or end users as workers.

Table 1. Presentation of channel distribution details in the network 
according to Figure 4

Channel Number Channel Distribution

1 IC- HN1

2 IC- HN2

3 IC-HN3

4 IC-HN4

IC: insurance company; HN: hospital network.

Table 2. Experiment 1: Changing Transaction Numbers: Create operation

Tx (n) Channels (n) Transactions (per second) Workers (n) Throughput Latency (ms)

1000 1 75 5 72.5 0.56

5000 1 75 5 74.7 0.56

15,000 1 75 5 74.8 0.58

Tx: transactions.

Table 3. Experiment 1: Changing Transaction Numbers: Read operations

Tx (n) Channels (n) Transactions (per second) Workers (n) Throughput Latency (ms)

1000 1 75 5 74.5 0.01

5000 1 75 5 74.9 0.01

15,000 1 75 5 75 0.01

Tx: transactions.
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Observations
The latency is high for create operation. It is observed that 
both the throughput and latency are higher as the transac-
tion number increases (Figure 8).

Benchmarking
Benchmarking is against experiments conducted using a 
similar platform by Al-Sumaidaee et al.21 with similar indi-
cators but with two organizations only. It is observed that 
when the number of organizations increases, throughput 
and latency (Figure 8) are affected more when compared 
to results shown in Table 4. 

Experiment 2: Impact of Number of Workers
The variable rate controller is the number of workers or 
clients that join to process the transactions. Table 5 shows 
create operations, and Table 6 shows read operations.

Observations
There is a steady decrease in throughput and latency as the 
number of clients or workers increase for both create and 
read operations (Figure 9). This is a typical situation when 
end users are more at the network, and access write and 
read operations are requested by all 5 to 50 clients at the 
same time.

Table 5. Changing transaction numbers of workers: Create operations

Tx (n) Channels (n) Transactions (per second) Workers Throughput Latency (ms)

1000 1 75 5 72.2 0.56

1000 1 75 25 64.0 0.99

1000 1 75 50 43.6 2.25

Tx: transactions.

Table 4. Evaluation of the impact of transaction numbers.21 Org (organization) numbers = 2

Create Record

Workers (n) txNumber Transactions (per second) Latency (ms) Throughput Send Rate

5 1000 75 0.1 75.1 75.4

5 5000 75 0.09 75 75.1

5 15,000 75 0.09 75.1 75

TxNumber: The total number of transactions that must be sent.

Fig. 8. Evaluation of the impact of transaction numbers, TPS (transactions per second) = 75 from Tables 2 and 3, Org (organi-
zation) numbers = 5: Latency and Throughput in Create and Write operations.

Table 6. Changing Transaction Numbers of workers: Read operations

Tx (n) Channels (n) Transactions (per second) Workers Throughput Latency (ms)

1000 1 75 5 74.8 0.01

1000 1 75 25 67.4 0.01

1000 1 75 50 56 0.01

Tx: transactions.
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Table 8. Changing the transactions per second: Create operations

Tx (n) Channels (n) Transactions (per second) Send Rate (n) Workers (n) Throughput Latency (ms)

1000 1 75 73.3 5 72.4 0.60

1000 1 150 140.3 5 122.5 1.83

1000 1 250 190.3 5 119.0 3.41

Tx: transactions.

Benchmarking
We compare our results with experiments performed by 
Al-Sumaidaee et al.,21 where the number of organizations 
(Table 7) is just two, whereas our network supports five 
organizations. Hence, the resources and services are shared 
between all the five organizations compared to two organi-
zations. It is observed that the latency and throughput of our 
experiment are severely affected due to the greater number 
of organizations and workers.

Experiment 3: Impact of Increase in Transations 
Per Second
From Experiment 1 and Experiment 2, we found that 
throughput and latency are affected as more number of 
organizations join the network. Experiment 3 is conducted 
by increasing the TPS and keeping other parameters 

steady. Send Rate is referred to as the number of trans-
actions that are actually sent, though we set the TPS to a 
few values as 75, 150, and 250, as in Tables 8 and 9 during 
the experiment.

Observations
As the TPS increases , the latency increases (Figure 10) 
mainly for Write operations. Read operations give a good 
throughput and less latency which is almost negligable 
compared to the write.

Benchmarking
The experiment is benchmarked against Al-Sumaidaee et al.21 
and it is observed that the throughput and send rate are less 
when the number of organizations increase compared to the 

Fig. 9. Evaluation of impact of transaction numbers, TPS = 75 from Tables 5 and 6, Org numbers = 5, Latency and Throughput 
in Create and Read operations.

Table 7. Evaluation of the impact of workers,21 Org numbers = 2

Create Record

Workers (n) txNumber Transactions (per second) Latency (ms) Throughput Send Rate (n)

5 1000 75 0.1 75.1 75.4

25 1000 75 0.11 75.6 75.8

50 1000 75 0.76 76.4 76.7

TxNumber: The total number of transactions that must be sent.
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two organizations in the benchmarked experiment. txNum-
ber is the total number of transactions that must be sent.

The throughput in transaction creations fell drasti-
cally compared to the benchmarking Al-Sumaidaee et al. 
(Table 10).21

Experiment 4: Impact of Channel Numbers 
(TPS = 75)
Here, the rate controller is set as the number of channels. 
We add more channels to make sure step by step, the IC 

communicates in parallel with HN1, HN2, HN3, and 
HN4, respectively. For this, we do not keep any bench-
marking with Al-Sumaidaee et al.21 as they do not have 
multiple channels. From Experiment 4 onwards, we esca-
late the experiment (Tables 11 and 12) to check more per-
formance according to our experiment model only.

Observations
Though all readings were taken each time a channel joined the 
IC, we observed the difference in the performance of Channel 

Table 9. Changing transactions: Read operations

Tx (n) Channels (n) Transactions (per second) Send rate (n) Workers (n) Throughput Latency (ms)

1000 1 75 73.3 5 74.6 0.01

1000 1 150 140.3 5 146.7 0.01

1000 1 250. 190.3 5 234.9 0.01

Tx: transactions.

Table 11. Changing the number of channels: Create operations

Tx (n) Channels (n) Transactions (per second) Send rate (n) Workers (n) Throughput Latency (ms)

5000 1 75 74.6 5 74.4 0.67

5000 2 75 72.9 5 49.0 28.24

5000 3 75 74.8 5 74.6 0.65

5000 4 75 74.8 5 74.5 0.70

TxNumber: The total number of transactions that must be sent.

Table 10. Evaluation of transactions per second increase,21 Org numbers = 2

Transactions (per second) txNumber Workers (n) Latency (ms) Throughput Send Rate (n)

75 1000 5 0.1 75.1 75.4

150 1000 5 0.08 149.6 150.8

250 1000 5 0.1 164.6 251.1

TxNumber: The total number of transactions that must be sent.

Fig. 10. Evaluation of impact of transaction numbers, Tx = 1000 from Tables 8 and 9, Org numbers = 5, Latency and Through-
put in Create and Read operations.
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1 each time for Create (Table 11) and Read (Table 12). In this 
scenario, we try to check if the addition of more channels af-
fects the performance of Channel 1, though any channel can 
go slow in the process. It is observed that as Channel 2 [HN2] 
joined to IC, there is a sudden latency (28.24 ms) experienced 
in the network (Table 11) and a fall in throughput to 49.0. 
This could be due to several clients’ requests being processed 
at the same time and the network sharing the resources paral-
lelly all of a sudden. As always, the latency is higher in Create 
than in Read operations.

Experiment 5: Impact of Channel Numbers 
(With TPS = 100)
The next effort is to understand how the addition of chan-
nels affect the network as TPS changes to 100 from 75 
(Experiment 4). We conduct the experiment for both cre-
ate (Table 13) and read (Table 14) operations.

Observations
Similar to the pattern that is observed for TPS = 75 
(Table  11), it is noted that during the write operation, 
while the second channel joins there is a sudden latency 
experienced (16.43 ms) in the network. Overall latency 
increases as the number of  channels increases from 
one through four. It is also observed that a high rate in 
TPS also affects the network (TPS = 75 to TPS = 100) 
(Figure 11).

Experiment 6: Impact of Block Interval (TPS = 75)
Block interval is the time taken to create a new block. 
With all the changes being observed, it is essential to now 
learn if  there is any impact on the block intervals. There-
fore, we set the block interval to 2s from 1s, with the block 
size continuing to be 50 itself  for create (Table 15) and 
read (Table 16) operations.

Observations
Compared to Experiment 4 with BT = 1s, it is observed 
that there is less latency in the network even with more 
number of channels joining when the Batch time or 
block interval increases to 2s (Figure 12). But there is 
no evidence of a heavy change in throughput. Figure 12 
shows a comparison in latencies for write operation for 
BT = 1s and BT = 2s for channel numbers increasing from 
1 through 4. 

Experiment 7: Impact of Block Size (TPS = 75, 
Block Time = 2s)
It is essential to understand the impact of block size in the 
network. Hence, we keep block size as the rate controller 
in experiment 7 for create (Table 17) and read (Table 18) 
operations.

Observations
It is observed that with an increase in BS (100), the 
throughput is steady. And the latency reduces compared 

Table 12. Changing the number of channels: Read operations

Tx (n) Channels (n) Transactions (per second) Send Rate (n) Workers (n) Throughput Latency (ms)

5000 1 75 74.7 5 74.7 0.01

5000 2 75 74.7 5 74.6 0.02

5000 3 75 75.0 5 74.9 0.01

5000 4 75 74.9 5 74.9 0.01

Table 14. Changing the number of channels. Read operations

Tx (n) Channel Transactions (per second) Send Rate (n) Workers Throughput Latency (ms)

5000 1 100 99.7 5 98.8 0.95

5000 2 100 99.0 5 60.5 16.43

5000 3 100 99.7 5 99.4 0.74

5000 4 100 99.7 5 97.4 1.39

Table 13. Changing the number of channels: Create operations

Tx (n) Channel Transactions (per second) Send Rate (n) Workers Throughput Latency (ms)

5000 1 100 99.3 5 98.8 0.95

5000 2 100 97.6 5 60.5 16.43

5000 3 100 99.7 5 99.4 0.74

5000 4 100 99.6 5 97.4 1.39
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to BS = 50. Even when more number of channels joined, 
the throughput is not much affected when the block size 
is increased, but there is an increase in latency when the 
block size increases (Figure 13).

This section completes a detailed analysis of  the 
proposed two-layer hierarchical model. We experiment 
with the entire network with a total of  five organiza-
tions. The prime one is the IC, and all the four HNs 
them. Each channel is deployed with its own smart 
contract. The performance and latency analysis of 

the network are benchmarked and evaluated against a 
two-organization network that has only two channels. 
The study varies the parameters and uses different rate 
controllers during the experiment. It is observed that 
as the number of  organizations, channels, workers, and 
transactions increases, the latency of  the network and 
the performance gradually falls. Effectively we con-
clude that vertical scaling is recommended for any or-
ganization that needs to improve the scalability of  their 
network.

Table 15. Changing block interval = 2s, transactions per second = 75: Create operations

Tx (n) Channel Transactions (per second) Send Rate (n) Workers Throughput Latency (ms)

5000 1 75 74.6 5 74.5 0.63

5000 2 75 74.8 5 74.6 0.62

5000 3 75 74.9 5 74.6 0.57

5000 4 75 74.6 5 74.4 0.61

Tx: transactions.

Fig. 11. Evaluation of latency for TPS (transactions per second) = 75 and TPS = 100 (Tables 11 and 13) in Write operation with 
the number of channels increased from 1 through 4.

Table 16. Changing block interval = 2s: Read operations

Tx (n) Channel Transactions (per second) Send Rate (n) Workers Throughput Latency (ms)

5000 1 75 74.8 5 74.8 0.01

5000 2 75 74.9 5 74.9 0.01

5000 3 75 74.9 5 74.7 0.01

5000 4 75 74.8 5 74.8 0.01

Tx: transactions.
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Discussion
Impact on Healthcare
While we evaluate the performance of  the entire model 
in terms of  scalability, we would like to comment on 
how this entire exercise is useful for the healthcare com-
munity. As more users, clients, transactions, and patient 
data increase in the network, it becomes important to 
understand the capacity of  the organization’s network 
(IC in the experiment). This study does not cover trust 
issues as we already understand BCT guarantees the 
security of  patient data that is abundantly floating be-
tween insurance companies and different HNs. Hence, 

we deal with scalability issues only in such systems that 
require vertical scaling, that is, increasing the capacity 
of  the network. So, if  more clients (workers in the ex-
periment) post more patient transactions, the network 
could be scaled to handle such situations. Otherwise, as 
shown in the experiment, there could be severe latency 
as more hospital groups join, and the network might 
crash.

Related Works in Blockchain
The technology is being widely tested across many use 
cases like supply chains for agriculture sustainiability21 

Fig. 12. Evaluation of block interval (1s and 2s) for TPS = 75 (Tables 11 and 15) in Write operation with the number of channels 
increase from 1 through 4. TPS: transactions per second.

Table 17. Changing block size = 100, block interval or block time = 2s: Create operations

Tx (n) Channel Transactions (per second) Send Rate (n) Workers (n) Throughput Latency (ms)

5000 1 75 74.8 5 74.5 0.67

5000 2 75 74.9 5 74.6 0.65

5000 3 75 74.7 5 74.5 0.67

5000 4 75 74.9 5 74.4 0.66

Tx: transactions.

Table 18. Changing block size = 100. block interval or block time = 2s: Read operations

Tx (n) Channel Transactions (per second) Send Rate (n) Workers (n) Throughput Latency (ms)

5000 1 75 74.9 5 74.9 0.01

5000 2 75 74.8 5 74.8 0.01

5000 3 75 74.9 5 74.9 0.01

5000 4 75 74.8 5 74.8 0.01

Tx: transactions; TPS: transactions per second.
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and semiconductor industry26 and other areas27 for per-
formance analysis. Bag et al. conducted a study on how 
BCT can be effective in small and medium enterprises 
(SMEs).28 It is not always the performance analysis, but 
as research is delving more into this area, there is confi-
dence now shown by organizations to implement block-
chain technology. Another sector that recently made 
an impact was research in the automotive industry.29 
While most studies are still progressing in this technol-
ogy, keeping track of  sustainability and supply chain, 
interesting use cases from different parts of  the world 
like Jordan are impressive.30 Enormous studies have 
also been conducted in healthcare supply chain systems 
using blockchain technology.31 Though all sectors are 
trying to learn the implementation of  blockchain, it is 
the supply chain that is mainly trying to research from 
all ends to check the resilience of  the technology.32

Conclusion
In this work, a two-level hierarchical model is imple-
mented using Hyperledger Fabric as a solution to the 
scalability issues faced in BCT in the healthcare sector. 
Detailed performance analysis of  the model is done by 
varying the number of  transactions, workers or clients, 
channels, block size, and block intervals. When more 
channels are added, the major performance analy-
sis on latency is made on the records creation opera-
tions rather than on read operations. This is because 
the read operations mostly show a negligible amount 
of  latency. The benchmarking tool used for the anal-
ysis is Hyperledger Fabric. Each channel has a patient 
contract deployed on it. The entire experiment tries 

to analyze how more patient data can be managed at 
hospitals while interacting with insurance companies 
for insurance claims. When block interval increases, 
there is less latency experienced, but it is studied that 
the block size increase is not recommended as there is 
higher latency experienced. Though more readings and 
experiments were conducted in this study, limited tables 
are included to show the performance of  the network 
through worker size, channels, block size, and block in-
tervals. The current model has only one smart contract 
implemented per channel. 

The main limitation of the experiment is memory ca-
pacity. During the experiment at different stages, we 
scaled our network vertically, and it was observed that as 
we scale more, more organizations can be added to the 
network. Hence, the study emphasizes doing further ex-
periments to check the maximum ability of a healthcare 
system network.

Future Work
One major challenge that might occur in a running re-
al-time network could be that the network might crash 
if  the scalability issues during heavy transactions are not 
foreseen. The initial overhead and usage of more memory 
during major transactions could be high. However, this 
is required to protect patient data and make sure smooth 
and effective implementations are deployed to handle 
healthcare data well in advance.

Future work will extend to further test the scalability of 
the network to the maximum, and the implementation of 
more organizations in the proposed hierarchical model to 
maintain more levels of HNs.

Fig. 13. Evaluation of block size (50 and 100) for TPS = 75 (Tables 13 and 15) in Write operation with the number of channels 
increase from 1 through 4. TPS: transactions per second.
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Appendix. Key terminologies of the fabric framework are described through the use case.* 

Terminology Defined Application

Node •  The IC and each HN are considered as 
a node where each node joins for trans-
actions through a peer in the network. 

•  They also endorse the policy for the 
transactions. 

•  Each peer maintains their respective ledger after every transaction. 

•  We consider the one HN as a group that has data from their hospital branches (e.g., 
Chicago, Dubai, etc.).

Chaincode •  The chaincode (aka smart contract) con-
tains the business logic between the IC 
and the HN. 

•  Four chaincodes are deployed sepa-
rately for each channel that joins the IC. 

•  The basic data structure consists of patient ID, department, age, patient name, address, 
phone number, and bill amount (Table 5). 

•  For ease of use and populating the data, the chaincodes are renamed for deployment 
into the channels. 

•  Patient data are duplicated (Figure 6) to handle up to 15,000 transactions at times in 
order to check the scalability and performance of the network.

Endorse-
ment policy

•  The endorsement policy specifies the 
required peers needed for endorsement. 

•  In our business logic, we implemented “OR” endorsement, where not all peers are 
required to endorse the request. Figure 7 illustrates a policy that either Org1 or Org3 
can endorse through Channel 2.

•  Only a few peers are eligible to endorse the transaction proposal.

Channel •  Four channels connect the peers of the 
five organizations (i.e., the IC and the 
four HNs). 

•  Each channel is assigned a chaincode. 

•  Hence, each channel is governed by the respective pre-agreed business logic or policy 
as per the smart contract. 

•  Then, the ledger functions are initiated on these smart contracts. 

•  When a specific organization wants to transact business privately, its peers join the 
channels separately. 

Ordering 
Service

•  In the model, three orderers request 
services to provide greater capacity to 
the network. 

•  This prevents unforeseen situations where the ordering service of one orderer stops. 

•  In such situations. other orderers take over to avoid network delays.

Certificate 
Authority

•  Each peer of an organization (IC and 
HNs) has their CA.

•  CA is first up in the network to establish all the organizations. 

Ledger •  The data are stored in Couch DB for the 
respective organizations. 

•  According to the GDPR, 25 personal data should not be revealed in transactions. 

•  Accordingly, the advantage of blockchain is that it is the hash of the data stored in the 
blocks. 

•  Other data the transactions can pass on are the treatment and diagnostic details of the 
patient that must be checked by the IC.

Workers •  The current experiment considers 
workers as the clients which come from 
the IC or any of the HNs. 

•  Clients can be doctors or IC agents who attempt to create a transaction or read a 
transaction as the business logic or the endorsement policy.

Fabric 
Gateway 

•  A set of libraries that help invoke the 
business transaction through SC and the 
peers for endorsement. 

•  Following endorsement, the transaction is saved and distributed to other peers 
through the fabric gateway and the channels.

*The authors propose a hierarchical model within the Hyperledger Fabric enterprise application, focusing on the healthcare sector as a use case. 
**Patient data structure in a smart contract is illustrated in Figure 5. CA: certificate of authority; Couch DB: a clustered database that allows running a 
single logical database server on any number of servers; GDPR: Data Protection Rule;  HN: hospital network; IC: insurance company; ID: identification; 
OR: endorsement where not all peers are required to endorse the request. Org: organization number (e.g., ORG1). Figure 7 shows that policy as either 
Org1 or Org3 can be endorsed through Channel 2.;  SC: smart contract.  
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